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To the Reader

Welcome to g.tec’s world of medical and electrical engineering!

Discover the only professional biomedical signal processing platform under MATLAB and
Simulink. Your ingenuity finds the appropriate tools in the g.tec elements and systems.
Choose and combine flexibly the elements for biosignal amplification, signal processing and
stimulation to perform even real-time feedback.

Our team is prepared to find the better solution for your needs.
Take advantage of our experience!

Dr. Christoph Guger Dr. Guenter Edlinger

Researcher and Developer

Reduce development time for sophisticated real-time applications from month to hours.
Integrate g.tec's open platform seamlessly into your processing system.
g.tec's rapid prototyping environment encourages your creativity.

Scientist

Open new research fields with amazing feedback experiments.

Process your EEG/ECG/EMG/EQOG data with g.tec's biosignal analyzing tools.
Concentrate on your core problems when relying on g.tec's new software features like ICA,
AAR or online Hjorth's source derivation.

Study design and data analysis

You are planning an experimental study in the field of brain or life sciences? We can offer
consultation in experimental planning, hardware and software selection and can even do the
measurements for you. If you have already collected EEG/ECG/EMG/EOG, g.tec can analyze
the data starting from artifact control, do feature extraction and prepare the results ready for
publication.
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Preface

This section includes the following topics:

Required Products

Using This Guide - Suggestions for reading the handbook

Conventions - Text formats in the handbook
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Required Products

g®.CLASSIFYtoolbox uses:

g®.BSanalyze — the advanced biosignal analysis software package from g.tec
MATLAB - as basic matrix operation platform

Signal Processing Toolbox - to give access to standard signal analysis tools
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Using This Guide

“Generating a Feature Matrix” shows how to extract specific features that are used for the
classification task.

Chapter “Generating a Classifier” demonstrates the set-up of linear and non-linear classifiers
and shows how to classify the feature matrix. Linear Discriminant Analysis (LDA), Minimum
Distance Classifier (MDC), Multi-layer Perceptron (MLP), Radial Basis Function (RBF) and
Distinction Sensitive Learning Vector Quantization (DSLVQ) are explained.

“Receiver Operator Curve” demonstrates the computation of the sensitivity and specificity
and presentation as ROC curve.

Chapter “KMEANS Clustering” demonstrates the clustering on a three-class problem.

“DSLVQ Feature Weighting” explains the necessary steps for feature selection based on the
DSLVQ algorithm.

“Using the Classifier” explains how to apply already calculated classifiers on new data and
how to test a classifier on new data.

”Data Access” shows how to access the feature matrix and classifier objects from the
MATLAB command line.

Chapter “Help” explains the usage of the on-line help, the printable documentation and the
function help.

Chapter “Batch-Mode” shows how to use the g.BSanalyze commands from the MATLAB
command line.
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Conventions

ltem Format
MATLAB code Courier

String variables Courier italics
Menu items Boldface

User Manual g.CLASSIFYtoolbox

Example

to start simulink, type
simulink

set (P_C, '"PropertyName', ...

Select Save from the File menu.
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Hardware and Software Requirements

For Hardware and Software Requirements see the g.BSanalyze manual.
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Generating a Feature Matrix

The first step in generating a feature matrix is to calculate specific features (e.g. bandpower
values) with the Parameter Extraction methods of g.BSanalyze. There are three options
available:

e Trial attributes - extract the features of trials with specific attributes
e Time points - extract the features of the signals at specific time points
e Time segments - extract the features of the signals of specific segments

Perform the following steps:
1. After starting MATLAB and setting the correct path, type:
gbsanalyze

into the MATLAB command line

4\ Command Window — O >

()

fx »> ghsanalyze

g.BSanalyze starts with a blank data window

2. Select Load Data under the File menu and open the file session1234triggered.mat
from the following directory:

Documents\gtec\gBSanalyze\testdata\BCI

The Data Editor shows a brain-computer interface (BCI) experiment data-set with 2 EEG
channels and 1 trigger channel. The first channel was recorded from channel C3, the
second channel from channel C4. The paradigm is described in detail in the g.BSanalyze
documentation in chapter Data-sets — Movement Imagination.
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3. To extract relevant information out of the raw EEG data select Bandpower under the
Parameter Extraction menu. Select the ar.paa filter to calculate the bandpower between
7 and 13 Hz and set the Length of the averaging window to 128 samples with an Overlap
of 127 samples.

4. Bandpower — >

. Calculate the bandpower by bandpass fittering, squaring and averaging over a specific window of the
data.

— Select CHANMELS:
Select channels |

— Specify METHOD and PARAMETERS:

Choose a filter for the estimation: ALPHA /BRI TS FRIQ o De=ign new fiter... |
name [ type [/ f(loy / f(hi) f real. / order

Specify averaging window: Length: 1000 [ms] Overlap 592 1875 [ms]
128 [zamples] 127 [zamples]
Result procedure: (@) Add new channels Automatic treemaker is: | enabled LY
O Replace all channels Filename:
|:| Save result data enter filename
Help Cancel | Start !

4. Press the Select channels button and select only the two EEG channels 1 and 2 for the
operation

5. Chose Add new channels to append the bandpower values to the raw data
6. Press Start to perform the operation

7. Repeat steps 4 to 7 with the seTa-3 filter (14 to 20 Hz)
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8. After finishing the calculation the Data Editor visualizes the newly created features.
Channels 4 and 5 represent the bandpower in the alpha range and channels 6 and 7 the
bandpower in the beta range.

4 Data Editor: C\Users\Irimia\Documents\gtec\gBSanalyze\testdata\BCl\session1234triggered.mat — m} *
File Header View Transform Pre-Processing Tools  Artifact  Analyze  Parameter_Extraction  Classification  ECG  Spike  Options  Video Run!  Help  User k]
T:3 —
T I I T I I I
C:11 703p PP i A AN A o A AP i i it NPt e A PPN Bt N A el N P Ao P S e A i ]
C:22 703p WWWWWWWWAWWWM
]
C:33 703p J |
BAD
c:41 703p[
C:52 703p [ =
C:61 703p
BP
C:72 703p
BP
| | | | | | |
J=| 5=
jJ 17.0 18.0 19.0 200 21.0 220 23.0
1 |— | 3 | Goto second: | 16.0078 ~ Channel 1 Trial: 3
DISPLAY [ PRESENT [ SHOW | mamkERs s ATTR EPOCHING [ ToOLS | comment | FILE
8 j‘ Seconds channel xtrial [] chan. attr. [ Vert. scale Select... | Edit | Select... ‘ Edit ‘ Analyze ... New | Save presets |
7 2 Channels positive scale -
?‘ = Trial attr. Heor. scale BAD . . NONE D Flay | Pause piat
1 4] rials Zoom 100 %] Separators [ 7] Grid Ruler Q
Select .. Undo| | [Aut| ta| Am|[Typ | [ Makers [ ch. name Cancel Frae mode ~ Open journsl
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Trial Attributes

Trial Attributes allows to extract features of trials which correspond to a specific class. The

class is assigned with trial attributes in g.BSanalyze (such as right or left hand movement
imagination).

1. Open the Feature Matrix window from the Classification menu

4. Feature Matrix — b

Generate a feature matrix as input for the classification methods. Select class allows to select trials with a certain
attribute. Each attribute correzponds to a class. Select time point allows to select specific time points. Each time point
corresponds to a class.

— Specify CLASSIFICATION INTERVAL:
Start at: 1000 [ms] Step: 1000 [ms] Stop at: 8000 [ms]

|:| Merge time points
128 [samples] 128 [zamples] 1024 [zamples]

— Specify CLASS LABELS / TIME POIMT:

(@) Select class:  |ARTIFACT " i) Select time point: _
RENMOVE 2000
LEFT 3000
RIGHT 4000
5000
6000
000
= A0 4
— Select FEATURE CHAMMNELS:

Select feature channels ...

— Choose METHOD and OPTIOMNS:

Classification method: | Linear Discriminant Anatysis (LDA) ~

|:| Randomly permutate the matrix

Result procedure: Classify data Automatic treemaker is: | znabled

[] save resutts Filename: | ...tdata\BChfeaturematrd\bandpower. mat

Help Cancel | Start |

2. The CLASSIFICATION INTERVAL should Start at 1000 ms with a Step size of

1000 ms and Stop at 8ooo ms. These settings extract for each time point (1000, 2000,
... 8000 ms) the corresponding features.

3. Chose classes LerT and r1GHT to extract only trials with these trial attributes
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4. Press the Select features channels ... button and select the 4 bandpower channels 4,

5 6and7
4| Select channels — ot
Select channels for further processing. Currenthy available channels are listed by channel number
and channel name on the left. Calculations are applied only on the selected channels shown in the
right list box.
— Select CHANNELS:
Available channels: Selected channels:
number / name number { name
111 S 411 A
2|2 a2
3|3 61

-
%]

Add to ligt > |

<~ Remowve from list |

Select all == |

<<~ Remove all |

Help Cancel OK !

5. Under Classification method it is possible to select a specific method for the
classification of the currently generated feature matrix. If the Classify data checkbox
is enabled the selected classification window will be started.

6. Uncheck the Randomly permutate the matrix checkbox because the trials with the
left and right class labels are already randomly permutated. If this is not the case
enable the box to generate a randomly permutated feature matrix.

7. Uncheck the Classify data box (if the box is checked the Linear Discriminant
Analysis (LDA) window is immediately opened for further processing)

8. Check Save results to store the generated feature matrix. The automatic treemaker
generates a subdirectory under the current data path with the name featurematrix.
Enter as filename bandpower .mat.

9. Press the Start button to generate the feature matrix.
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load Data

P C=data;

File=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\sessionl234triggered.mat'];
P C=load(P_C,File);

% Bandpower

ChannelExclude = [3];
Filter.Name = 'ALPHA';
Filter.Type = 'BP';
Filter.f low = [7];
Filter.f high = [13];
Filter.Realization = 'fft';
Filter.Order = [0];

Intervallength = 128;

Overlap = 127;

Replace = 'add channels';

FileName = '';

ProgressBarFlag = 0;

P C = gBSbandpower (P_C, ChannelExclude, Filter, IntervalLength,...
Overlap, Replace, FileName, ProgressBarFlag);

% Bandpower

ChannelExclude = [3 4 5];
Filter.Name = 'BETA-3';
Filter.Type = 'BP';
Filter.f low = [14];
Filter.f high = [20];
Filter.Realization = 'fft';
Filter.Order = [0];

Intervallength = 128;

Overlap = 127;

Replace = 'add channels';

FileName = '';

ProgressBarFlag = 0;

P C = gBSbandpower (P_C, ChannelExclude, Filter, IntervalLength,...
Overlap, Replace, FileName, ProgressBarFlagqg);

%$Feature Matrix
Interval=[128 128 10247;
AttributeName={
'LEFT'
'RIGHT'
}i
ChannelExclude=[1 2 3];
Permutate=0;
MergeTimePoints=0;
FileName=[ 'C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\bandpower.mat"'];
ProgressBarFlag=[0];
F O=gBSfeaturematrix(P_C,Interval,AttributeName, Permutate, ...
MergeTimePoints, ChannelExclude, FileName, ProgressBarFlaqg) ;
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Time Points

To extract features of the signal at different time points to investigate e.g. an initial state and
an active state perform the following steps.

1. Load the data-set session1234bp.mat that was created in the previous section from

Documents\gtec\gBSanalyze\testdata\BCI\sessionl234bp.mat

2. Open Cut Trials Channels from the Transform menu and click the Select
trials/chan. button. In Specify TRIALS this dialog click the Include only radio
button and select only r1cHT trials for further operation. This allows inspecting

changes between the inactive and active state of the BCI experiment for all right hand
movement imagination trials.

4 Select — *
“f'ou are going to execute a transform- or analyze- function. Usually it is appropriate not te include all channels and all trials in this function. Use
attributes to specify trials and/or channels that should be included or excluded for this step. Hold the "Cirl key to make multiple selections.

__ Specify TRIALS: __ Specify CHANNELS: __ Specify CHANNEL TY'PE: — Specify CHANNEL NUMBERS:
O exclude @ ;ncludeunt)e @ exclude O include only @ exclude O include only @ exclude O include only
ARTIFACT A BAD A N.5 ~ 1 A
REMOVE cuT 2
LEFT BP 3
RIGHT 4

5
&
7
W W ] W
Current selection: Current selection: Current selection: Current selection:
0 out 160 trials 0 out T ch. 0 out T ch. 0 out T ch.
Help |  Cancel OK!

3. After finishing the settings click OK to close the Select dialog.

4. Click Start to perform the action with the settings provided above.
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5. Open the Feature Matrix window from the Classification menu

4| Feature Matrix ot

Generate a feature matrix as input for the clazsification methods. Select class allows to select trials with a certain
attribute. Each attribute corresponds to a class. Select time point allows to select specific time points. Each time point
corresponds to a class.

— Specify CLASSIFICATION INTERWAL:

Startat: | 1000 | [ms] Stepr | 1000 [ms] Stopat: | zoop | [ms] [] merge time points
128 [samples] 128 [zamples] 1024 [zamples]

— Specify CLASS LABELS / TIME POINT:

O Select class: @ Select time point:
RENOWE
LEFT
RIGHT

W
— Select FEATURE CHANNELS:
Select feature channels ...
— Choose METHOD and OPTIOMNS:
Classification method: Linear Dizcriminant Anaksis (LDA) ~
D Randomly permutate the matrix
Result procedure: Classify data Automatic treemaker is: | znapled w
Save results Filename: ...ata\BCheaturematrixMpbandpower mat
Help Cancel | Start |

6. Setthe CLASSIFICATION INTERVAL Start at box to 1000 ms, the Step box to
1000 ms and the Stop at box to 8000 ms. These settings populate the Select time
point listbox with specific time points.

7. Select 2000 ms and 7000 ms to extract only the features at these time points

8. Check the Save results box to store the features under tpbandpower.mat. The
automatic treemaker generates the path.

9. Press Start to perform the operation.

10. The Linear Classifier dialog will open, see corresponding chapter for further
description.
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load Data

P C=data;

File= ['C:\Users\' getenv ('USERNAME')
'"\Documents\gtec\gBSanalyze\testdata\BCI\sessionl234bp.mat'];
P C=load(P_C,File);

%Select Trials and Channels

trial id=[4];

channel id=[];

type_id=[];

channelnr id=[];

flag tr="tr inc';

flag ch='ch exc';

flag type='type exc';

flag nr="nr exc';

[TrialExclude, ChannelExclude]=gBSselect (P C,trial id,...
flag tr,channel id, flag ch,type id, flag type,channelnr id, flag nr);

P C=gBScuttrialschannels (P C,TrialExclude,ChannelExclude) ;

$Feature Matrix

Interval=[256 896];

AttributeName={};

ChannelkExclude=][];

Permutate=0;

MergeTimePoints=0;

FileName= ['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\tpbandpower.mat'];
ProgressBarFlag=[0];

F O=gBSfeaturematrix (P _C,Interval,AttributeName, Permutate, ...
MergeTimePoints,ChannelExclude, FileName, ProgressBarFlaqg) ;
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Time Segments

Time Segments allows to extract multiple segments of a trial to a feature matrix. Each
segment of a trial receives its own class label. Therefore, if three segments are extracted the
feature matrix contains three classes.
Follow these steps to generate a time segment feature matrix:

1. Load the data file pata.mat from

Documents\gtec\gBSanalyze\testdata\SelfPaced

into the Data Editor. The Data Editor shows one ECoG channel and one trigger
impulse channel.

User Manual g.CLASSIFYtoolbox 5.16.02
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2. To detect each trigger impulse start the Eventfinder from the Artifact menu. Check
Mark overflows to search for trigger impulses which exceed 90 % of the maximum of
the channel.

‘4 Eventfinder — O e

o
o

S AL i LT I Uy 0T
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3. Check Set-start marker to assign an or1 marker to each rising edge on the trigger
channel. Uncheck the Show epoching areas box.

4. To search only on the trigger impulse channel press the Select trials /chan. button and
select channel 2

5. Press Start to search for the trigger impulses.
The Data Editor shows now 50 markers.

6. Open the Trigger window from the Transform menu and check the Marker radio
button and select or1 to extract 6 second trials around each or1 marker

4 Trigger — >

The trigger function splits your recorded data into trials related to trigger timepeints defined by physical
channelz or markers. The use of different markers or channels allows you to assign attributes
automaticalty to resulting trials. Channel attributes and markers remain in the triggered data.

— Specify TRIAL PARAMETERS:

Time before trigger: 2000 [ms] Time after trigger: 4000 [ms] [] Accept incomplete
400 [zampleg] 200 [zamples] last trial

— oSpecify TRIGGERS and ATTRIBUTES:

() Physical channel: Edge: |rising Threshold voltage: 201.1 iyl
Threshold level: 80 [% of max.]
Slew rate: 24 67 [u\vims]
®) Warker. ORT - Chan. (Marker)/ Name/ Edge/ Value/ Attribute/ Overlap/ Color
Assign attribute to resulting trials:
Accept overlsp i |

=- remove from list |

apphy changes —» |

Change color:

N B3 o] o
= Weuve ) ove Wooun o v

— Generate LINED UP TRIALS:
() Line up trialz (no trigger) Length of trials: 1000 [m=] Owerlap: 0 [ms]

200 [zamples] 0 [samples]

— Select CHANMNELS for the triggered file:

Select channels ..

Help Cancel Start !
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7. Check the Accept Overlap box to allow overlapping trials

8. Press the add to list button to accept this trigger criterion

9. Press Start ! to perform the operation. Now the Data Editor shows 49 trials with a trial
length of 6 seconds. 2 seconds prior to the trigger impulse and 4 seconds after the

impulse.

10. To calculate parameters from the ECoG channel open the Bandpower window from
the Parameter Extraction menu

4., Bandpower — >

. Calculate the bandpower by bandpass fitering, =quaring and averaging over a specific window of the
data.

— Select CHAMMELS:

Select channels |
— Specify METHOD and PARAMETERS:
Choose a fiter for the estimation: ALPHAJBP/T /134 TR0 e De=ign new filter... |
name [ type / f(loy ! f{hi) / real. / order
Specify averaging window: Length: 500 [ms] Overlap 485 [m=]
100 [zamples] O [zamples]
Result procedure: @ Add new channels Automatic treemaker is: | enabled w
O Replace all channels Filename:
|:| Sawve result data enter filename |
Help Cancel | Start !

11. Select the arpHA filter to extract the bandpower from 7 to 13 Hz
12. Press the Select channels button and chose only channel 1 for the calculation

13. Select Add new channels to append the new feature channel to the data in the Data
Editor

14. Press Start to perform the calculation

15. Repeat steps 10 to 14 with the BeTa-3 and with the reTa filter
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The Data Editor contain now 3 additional bandpower channels

C:31

C:41

C:51

16.

17.

18.

6.0m [=

Z2m Awﬁ—‘——n—-—'—————\_—\_——:

4m =

1.0 20 30 4.0 5.0

Open the Time Segment Feature Matrix window from the Classification menu and
define the classification segments. Enter under Start at 2000 ms and under Stop at
2200 ms and press the Add button. Then enter 5000 ms and 5200 ms and press again
the Add button. These settings will extract two segments from each trial. The first
segment will be the first class and the second segment the second class.

Press the Select features channels ... button and chose the bandpower channels 3, 4
and 5

Check the Randomly permutate the matrix box to generate a random permutation of
the trials
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19. Click on Save results and enter the name selffmseg.mat into the upcoming window

to store the feature matrix.

4 Time Segment Feature Matrix — >
Generate a feature matrix of specific data segmentz. Each segment forms its own class. The resulting
feature matrix can be used for classification.

—  Specify CLASSIFICATION INTERWAL:
(400 a0 Y
Startat | spop | [ms] Add —» 1000 1040
1000 [samples]
<— Remove
Stop at: 52040 [mz]
1040 [zamples]
W
— Select FEATURE CHAMNNELS:
Select feature channels ...
— Choose METHOD and OPTIOMS:
Classification method: | Linear Discriminant Analysis (LDA) V
Randomby permutate the matrix
Result procedure: Classify data Automatic treemaker 22 | enabled W

Filename:

...zelfPaced\featurematrix\selffmseg.mat |

Help Cancel | Start

20. If the Classify data box is checked the Linear Discriminant Analysis (LDA)
algorithm window would be opened for further processing, see chapter Linear

Classifier for further description.

21. Press Start to perform the operation.
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load Data

P C=data;

File=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\SelfPaced\Data.mat'];
P C=load(P_C,File);

%$Select Trials and Channels

trial id=[];

channel id=[];

type_id=[];

channelnr id=[2];

flag tr="tr exc';

flag ch="'ch exc';

flag type='type exc';

flag nr="'nr inc';

[TrialExclude, ChannelExclude]=gBSselect (P _C,trial id,flag tr,...
channel id, flag ch,type id, flag type,channelnr id, flag nr);

% Eventfinder (overflow)
MarkOverflow = 1;

showEpochingAreas over = 0;
setStartMarker over = 1;
setStopMarker over = 0;
AssignAttribute over = 0;
StartMarker over = 'OR1l';
StopMarker over = 'OR2';
TrialAttribute over = 'OVERRUN';
Threshold over = 90;

getUnit over = '$ of max';
TrialExclude over = [];
ChannelExclude over = [1];
ProgressBarFlag = 0;

[P_C, PreviewOverflow, VecThreshold] = gBSoverflow...

(P_C, MarkOverflow, showEpochingAreas over, ...
setStartMarker over, setStopMarker over, ...
AssignAttribute over, StartMarker over, StopMarker over,...
TrialAttribute over, Threshold over, getUnit over, ...
TrialExclude over, ChannelExclude over, ProgressBarFlag):;

%$Trigger

New tm{1l}={3 1};

SamplesBefore=400;

SamplesAfter=800;

Uncomplete=0;

ChannelExclude=[];

P C=gBStrigger (P_C,New tm, SamplesBefore, SamplesAfter,Uncomplete,ChannelExcl
ude) ;
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% Bandpower

ChannelExclude = [2];
Filter.Name = 'ALPHA';
Filter.Type = 'BP';
Filter.f low = [7];
Filter.f high = [13];
Filter.Realization = 'fft';
Filter.Order = [0];

IntervallLength = 100;
Overlap = 99;

Replace = 'add channels';
FileName = '';
ProgressBarFlag =

0;
P C = gBSbandpower (P_C, ChannelExclude, Filter, IntervalLength,...
Overlap, Replace, FileName, ProgressBarFlag);

% Bandpower

ChannelExclude = [2 3];
Filter.Name = 'BETA-3';
Filter.Type = 'BP';
Filter.f low = [14];
Filter.f high = [20];
Filter.Realization = 'fft';
Filter.Order = [0];

Intervallength = 100;
Overlap = 99;

Replace = 'add channels';
FileName = '';
ProgressBarFlag =

0;
P C = gBSbandpower (P_C, ChannelExclude, Filter, IntervalLength,...
Overlap, Replace, FileName, ProgressBarFlaqg);

% Bandpower

ChannelExclude = [2 3 4];
Filter.Name = 'BETA';
Filter.Type = 'BP';
Filter.f low = [14];
Filter.f high = [32];
Filter.Realization = 'fft';
Filter.Order = [0];

Intervallength = 100;
Overlap = 99;

Replace = 'add channels';
FileName = '';
ProgressBarFlag =

0;
P C = gBSbandpower (P_C, ChannelExclude, Filter, Intervallength,...
Overlap, Replace, FileName, ProgressBarFlag);

$Time Segment Feature Matrix

Interval=|[

400 440

1000 1040

17

ChannelExclude=[1 2];

Permutate=1;

FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\SelfPaced\featurematrix\selffmseg.mat'
17

ProgressBarFlag=[0];

F O=gBStimesegmentfeaturematrix (P_C,Interval, Permutate, ...
ChannelExclude,FileName, ProgressBarFlaqg) ;
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Generating a Classifier

This section explains the classification and classifier generation of the feature matrix with the
following methods:

Linear Classifier
Multi-Class Linear Discriminant Analysis (LDA)
Minimum Distance Classifier (MDC)
Neural Network
Multi-Layer Perceptron (MLP)
Radial Basis Function (RBF)

DSLVQ

Distinction Sensitive Learning Vector Quantization (DSLVQ)
All classification windows have certain control fields in common:
The Load FEATURE MATRIX field allows to Browse for a feature matrix file and shows
the filename as well as the Dimension of the matrix. The number of features corresponds to
the number of channels used for the feature matrix generation.

The number of trials depends on the feature matrix generation mode:

Mode 1 — Trial Attribute ... the number corresponds to the number of trials which have a
certain trial attribute (e.g. left or right)

Mode 2 — Time Point ... the number corresponds to the number of selected time points (e.g.
2000 ms and 7000 ms) times the number of trials (e.g. 80)

Mode 3 — Time Segment ... the number corresponds to the number of samples in the time
segments times the number of trials

Load FEATURE MATRIX:

Mame of feature matrix file: Browse ...

Dimension: [features x trials x time points]

Time points expresses the generation time points of the feature matrix. For each single time
point the whole feature matrix is generated (e.g. 1000, 2000, ... 8000 ms).
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The Select FEATURE CHANNELS field allows to specify the numbers (corresponds to the
channel number when the feature matrix was generated) of the features that should be used for
plotting a cloud of the feature matrix in gResult2d.

Select FEATURE CHAMMELS:
’7 Map feature no.: against:

Choose METHOD and OPTIONS allows to select the classification method and the training
and test-sets:

10 x 10 cross validation ... The 10 times 10 fold cross validation mixes the data set
randomly and divides it into 10 equally sized distinct partitions. Each partition is then used
Choose METHOD and OPTIONS:

Classification method:  Linear Discriminant Analysis (LDA) e Metric Mahalanobis distance

Training / test-sets: |10 x 10 cross-validation e Euclidian distance

once for testing, the other partitions are used for training. This results in 10 different error
rates, which are averaged. This is the error rate of a 10 fold cross validation. To further
improve the estimate the procedure is repeated 10 times and again all error rates are averaged.

Train 50 % - Test 50 % ... uses the first 50 % of the feature matrix for training and the rest
for testing

Train 100 % - Test 100 % ... uses all the data for training and testing

Train 100 % - Test 0 % ... uses all the data for training. This is useful to generate a
classifier.

The Result procedure field allows to open gResult2d with the classification result and a
cloud of the features. The classifier window option opens the MATLAB Editor with
classification results and classifiers (weight vectors). Save results allows to store the
classification result under a specific filename. If the Automatic treemaker is enabled a
subdirectory under the current data directory is created. The result is stored into this
subdirectory.

Result procedure: Show with Result2D Automatic treemaker i=:  enabled -
Open classifier window

[ ] Save results Filename: enter filename
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Linear Classifier

The Linear Classifier window allows to perform a linear discriminant analysis and minimum
distance classifier analysis of multiple classes.

Multi-Class LDA

Linear Discriminant of Fisher
An optimal decision rule for minimizing the probability of misclassification is based on the
idea of discriminant functions. The simplest form consists of a linear combination of the
inputs. The parameters are obtained with a learning algorithm from a set of training data.
Fisher introduced a method that reduces the dimensionality before classification [Bishop
1995].
The dimension reduction is done by projecting the input data x onto a value y with adjustable
weights w

y=W'X (1)
Of course this leads to a loss of information but we chose w in such a way that maximizes the
class separation between classl and class 2 (e.g. left and right finger movement).
For class ,,left finger* the mean vector is

1
ml=—: ZXnIeftfinger (2)

N 1 neClassleftfinger

where N1 is the length of the input vector.
For the class ,,right hand“ m2 is

1
m2=—— Zanightfinger (3)

N 2 neClassrightfinger

The separation of the two classes is made by separating m1 and m2
m2—ml=w'(m2-ml) (4)
By choosing w arbitrary large the difference increases, therefore define
Zwiz =1 (5)
and after some calculation we obtain
w oc (m2 —m1) (6)

But a problem arises with this separation that is shown below.
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X2 A
m2-right finger

m1-left finger

>

x1

Separation problem.

If we project m1 and m2 onto the x1 axes the difference is bigger than in the case of
projecting onto the x2 axes. But there are within-class spreads that cause a better separation
when m1 and m2 are projected onto x2.
Fisher proposed as solution

w oc Sw i (m2-m1) )
where Syy is the total within class covariance matrix

sw= Y. (a-m)xa-mD)T+ D (xa—m2)(xa—m2)’
neClassleftfinger neClassrightfinger
(8)

Which is a projection rule for the data down to one dimension.

By choosing a threshold y0 we can classify a point to class 1 if it is greater zero or to class 2
otherwise.

Obviously the dimension reduction reduces the amount of information, but it can lead to
improvements of the classifier performance [Bishop 1995].

References:

Bishop, C. M., Neural Networks for Pattern Recognition. Clarendon Press, Oxford, 1995.
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Minimum Distance Classifier

Let x be the feature vector for the unknown input. Vectors m¢, my, ..., mc are the templates
(i.e., perfect, noise-free feature vectors) for the c classes. Then the error in matching x against
M is given by

[l X - mi]] .

where || u || is called the norm of the vector u. The minimum-error classifier calculates
|| x - m || for k = 1 to c to find the class for which this error is minimum. || X - m || is also the
distance from x to mg and therefore the method is called minimum-distance classifier.

norm(x-mg)

norm(x-mi)
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Linear Classifier window:

Classification method can be Linear Discriminant Analysis (LDA) OF Minimum
Distance Classifier (MDC). Inthe case of MDC under Metric the Mahalanobis Or
Euclidian distance can be selected.

4| Linear Classifier — pod

— Load FEATURE MATRIX:

Compute a classifier (weight vector) between groups of trials marked by class labels (trial attributes). The
performance of the classifier can be estimated by cross-validation. The weight vector can be viewed,
edited and stored for realtime proceszing with g.RT=vs.

MName of feature matrix file:

Browse ... |

Dimension: [features x trials x time points]

— Select FEATURE CHAMNELS:

Map feature no.:

against:

Clazsification method:

Training / test-sets:

— Choose METHOD and OPTIONS:

Linear Dizcriminant Anatysis (LDA)

10 x 10 cross-validation

e Metric Mahalanobiz distance

v Euclidian distance

Result procedure:

Show with Result2D

Automatic treemaker is: | enabled o
Open classifier window
|:| Save results Filename: enter filename
Help Cancel | Start
User Manual g.CLASSIFYtoolbox 5.16.02
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Example 1:

Perform the following steps to make a classification of an EEG-based brain-computer
interface data-set:

1. Open the window Linear Classifier from the Classification menu

2. Press the Browse button and select the feature matrix file bandpower .mat that was
created in the previous example and is stored under

Documents\gtec\gBSanalyze\testdata\BCI\featurematrix

The featurematrix contains 4 features (2 bandpower values in the alpha range and 2
bandpower values in the beta range), 160 trials (80 right and 80 left) and 8 time points
(1000, 2000, ... 8000 ms).

3. Under Select FEATURE CHANNELS select Map feature no 3 against 4 to plot a
cloud of the feature matrix in gResult2d

4. SeleCt Linear Discriminant Analysis (LDa) from the pull-down menu
4. Linear Classifier — ot
Compute a classifier (weight vector) between groups of trials marked by class labels (trial attributes}. The
performance of the classifier can be estimated by cross-validation. The weight vector can be viewed,
edited and stored for realtime processing with g.RTzvs.
— Load FEATURE MATRIX:

Hame of feature matrix file: ...alyzeitestdata\BChfeaturematrodbandpower. mat Browse ...
Dimension: 4 1608 [features x trials x time points]
— Select FEATURE CHAMMELS:
Map feature no.: 3 against: 4

— Choose METHOD and OPTIOMNS:

Classification method: | Linear Discriminant Anahysis (LD&) o Metric Mahalanobis distance
Training / test-sets: |10 x 10 cross-validation e Euclidian distance
Rezult procedure: Show with Result2D Automatic treemaker is: enabled nt
Open clazsifier window
Eave resufts Filename: ...stdata\BCMeaturematricic\DAbp. mat
Help Cancel | Start
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5. Select 10 x 10 cross-validation to randomly mix the training and testing data-set

6. Check the Show with Result2D and Open classifier window to open gResult2d and
the MATLAB Editor to view the classification result and the weight vector (not
available for 10 x 10 cross validation)

7. To store the classification result check Save results and enter the filename

LDAbp.mat. The automatic treemaker generates the directory.

gResult2d opens with the classification result. The classification error is at the beginning
around 50 % and drops down to 13 % at second 7.

Classification Error

55

1 (Total Emor)
T

time 5]
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The MATLAB Editor shows the ASCII description of the classification. The first and
second columns of the matrix shows the classification time point in seconds and samples.
The third column represents the mean classification error followed by the standard
deviation. The following columns give the classification errors of the 10 cross-validation
runs.

Clazsification Method: Linear Discriminant adnalysis
Training- and testdata option: CV

class 1: LEFT

class 2: RIGHT

Total Nr. of Trials: 1lé&0

Trials per selected Class 1: &0

Trials per selected Class 2: &0

Second/3anple /Mean Erkor!Stdﬁ[Totﬁl Error CW Buns]

1.000 125.000 43,3 2.0 45,5 46,3 46.9 50.0 50.6 50.0 52.5 44, 4 45.0 45, 5
Z.000 Z5&.000 46, 8 1.4 44, 4 46,9 46,3 43,1 46,3 47.5 43, 5 46,3 45.0 43,1
3.000 354.000 49. 6 1.8 50.6 50.0 49, 4 52,5 45.1 50.6 45. 8 47,5 51.2 46.9
4,000 512.000 391 1.2 39.4 41.3 39.4 39.4 38.8 37.5 3g.1 39.4 40.0 37.5
5.000 &40.000 39.4 1.1 40. 6 39.4 40.0 40. 6 39.4 39.4 36.9 38.8 39.4 39.4
6.000 7eS.000 21.3 0.6 21.9 21.3 21.9 20.68 21.3 20.6 21.3 20.6 21.3 22.5
7.000 §96.000 13.0 0.4 1Z.5 12,5 13.1 12.5 13.1 13.1 13.1 13.1 13.8 13.1
§.000 1loz24.000 15.3 0.4 15.0 15.0 15.0 15.6 15.6 15.6 14.4 15.0 15.6 15.6

8. Repeat steps 1 to 7 but select under Training / test-sets Train 50 % - Test 50 %
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gResult2d opens with the classification result on page 1. Change to page 2 of gResult2d to
view the cloud of feature 3 versus feature 4. The red circles show the feature of a LEFT trial,
the blue circles of a RIGHT trial. The blue line represents the weight vector of the linear
discriminant analysis. The black crosses show the wrong classified trials.

At second 1 the classification error is 48,75 % and therefore the left and right classes can not
be differentiated. But at second 8 the discrimination is possible with an error of 11.25 %. Note
that the blue and red circles are clearly separated.

Feature 3 versus Feature 4

Ermor=48 750 2 (2000 ms) Eror=47.500

4 (4000 ms) Ermor=33 750 5 (5000 ms) Error=36. 280 " 6 (6000 ms) Emor=20. 000+
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Now the MATLAB Editor shows also the weight vectors for each calculated time point.
Under Classifier 1 the bias value of the LDA classifier can be found. Classifier 2 shows the
weight values for each feature channel in the same sequence as the features were extracted in
the Data Editor.

SJecond/3ample: S5.000 1024.000
Clazsifier 1

0,565 |

Classifier 2

0.336 |

-0,098 |

-0.090 |

-0,139 |

Furthermore, the trial number of the wrong classified trials is given for each time point. In this
case only trials of class 2 were wrong classified.

Second/Sample: 3.000 1024.000
Class Humber/Hr Trials:
Cla=s= 1:

[ai]
L
[ai]
[ay]
(=]
et

92 97 101 1

[}%]
L
[
[}%]
1

Cla=s= 2: 155
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load FeatureMatrix

F M=featurematrix;

FileName=['C:\Users\' getenv ('USERNAME")
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\bandpower.mat'];
F M=load(F M,FileName) ;

%$Linear Classifier

PlotFeatures=[1 2];

Method=["'LDA'];

P.metric=["'"'];

TrainTestData=['CV'];

FileName=["'C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\1lc\LDAbp.mat'];
ProgressBarFlag=[0];

C _O=gBSlinearclassifier (F M,Method, P, TrainTestData, PlotFeatures, ...
FileName, ProgressBarFlaqg) ;

$Linear Classifier

PlotFeatures=[3 4];

Method=["LDA'];

P.metric=[""'];

TrainTestData=['50:50"];

FileName=["'C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\1lc\LDAbp.mat'];
ProgressBarFlag=[0];

C _O=gBSlinearclassifier (F M,Method, P, TrainTestData,PlotFeatures, ...
FileName, ProgressBarFlagqg) ;
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Example 2:

This example shows the classification of a three class problem with the Minimum

Distance Classifier (MDC).

1. Load the data file 3c1asses.mat into the Data Editor from

Documents\gtec\gBSanalyze\testdata\Classify

The data-set contains 150 trials with 2 feature channels. The channels contain
artificial generated random numbers and the classes are separated by specific mean
values. Trial 128 represents an outlier.

2. Open Feature Matrix from the classification menu and set the
CLASSIFCATION INTERVAL to Startat 1000 ms, Step 1000 ms and Stop

at 5000 ms.

4| Feature Matrix

ES

— Specify CLASSIFICATION INTERVAL:

correzponds to a class.

Generate a feature matrix az input for the clagsification methods. Select class allows to =elect trials with a certain
attribute. Each attribute corresponds to a class. Select time point allows to select specific time points. Each time point

Start at: 1000 Step:

128

[ms]

[samples]

1000
128

[ms]

[zamples]

Stop at: [mz]

[samples]

5000
G40

|:| Merge time points

— Specify CLASS LABELS / TIME POINT:

(®) Select class:  [ARTIFACT

i) Select time point:

W
— Select FEATURE CHANMELS:
Select feature channels ...
— Choose METHOD and OPTIONS:
Classification method: | Minimum Distance Classifier (MDC) ~
|:| Randomly permutate the matrix
Result procedure: Classify data Automatic treemaker = | znapled "
Save results Filename: ...data\Classify\featurematri<\3clfm.mat
Help Cancel | Start |
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3. Select classes 3, 4 and 5 to separate all 3 classes

4. Chose Minimum Distance Classifier (Mpc) under Classification method

5. Check Save results and enter 3c1fm.mat as filename

6. Press Start to extract the feature matrix and to open the Linear Classifier window

The dimension of the feature matrix is 2 features (2 channels), 150 trials and 5 time points
(1000, 2000,...5000ms).

4. Linear Classifier — ot

Compute a classifier (weight vector) between groups of trials marked by class labelz (trial attributes). The

performance of the classifier can be estimated by cross-validation. The weight vector can be viewed,
edited and stored for real-time processing with g.RTsys.

— Load FEATURE MATRIX:

Mame of feature matrix file: ...lyze\testdata\Clazsify\featurematrixi3cifm. mat Browse ... |
Dimension: 2 1505 [features x trials x time points]
— Select FEATURE CHAMMELS:
Map feature no.: 1 against: 2

— Choose METHOD and OPTIONS:

Classification method: | Winimum Distance Classifier (MDC) L Metric (®) Mahalanobiz distance
Training / test-set=: | Train 50 % - Test 50 % v O Euclidian distance
Result procedure: Show with Result2D Automatic treemaker i2: | enabled v

Open classifier window
Save results! Filename: ..ata\Classify\featurematrixiic\3cl mat

Help Cancel | Start

7. Select Minimum Distance Classifier (MDC) under Classification method and
chose Train 50 % - Test 50 %

8. Press Start to perform the classification
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Page 1 of gResult2d shows 4 classification error time courses. The first channel shows the

Total Error of all classes. Channels 2 to 4 represent the error rates for each individual class.
In this case only class 1 has an error rate which is not zero. This is the case because trial 128
is marked as class 1 trial but represents an outlier. Note that only 50 % of the trials are used

for testing and therefore the total trial number is 75 trials.

%]

25

05

[%]

08
08 |-
04 [

02

021
04
06

08

User Manual g.CLASSIFYtoolbox

1 (Total Emor)
T

Classification Error

(%]

25

2 (Error Class 1)
T T

0.5 +

L L L
15 2 25

3 (Error Class 2)
T T

nme 5]

L
5

L
45 5

L L L
15 2 25

4 (Error Class 3)
T T

nme fa]

L
35

L
45

08

0.6 -

0.4 -

0.2 r

02

04

06

08tk

time 5]

5

5.16.02

time 5]

35

45

40




The second page maps feature 1 versus feature 2. A color is assigned to each class and the
wrong classified trial 128 is indicated by the black cross. Trial 128 was classified as green
class but belongs to the red class. Therefore, the linear method is not able to correctly

identify trial 128.

Feature 1 versus Feature 2
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The MATLAB Editor shows that 27 trials were selected of class 1, 22 of class 2 and 26 of

class 3.

Clazzification Method: Linear Discriminant Analysis
Training- and testdata option: 50:50

class 1: 3
class 2: 4
class 3: 5
Total Nr.

of Trials:

75

Trials per zelected Class
Trials per selected Class
Trials per selected Class

The weight vector is given for all three classes. The symbol “|” is used to separate the
classifiers.
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Second/Sample: 5.000 &40.000

Classifier 1

l.000 0.000 | 1,000 0.000 | l.000 0.000 |
o.0o00  l.000 | 0,000 l.000 | 0.000 0 Ll.o0o |
Classifier =

0.032 | 0,032 | 1.016 |

-0.010 | 0,997 | 0.006 |

To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load Data

P C=data;

File=['C:\Users\' getenv ('USERNAME')
'"\Documents\gtec\gBSanalyze\testdata\Classify\3classes.mat'];
P C=load(P_C,File);

$Feature Matrix
Interval=[128 128 ©6407];
AttributeName={
131
141
|5|
}i
ChannelExclude=[];
Permutate=0;
MergeTimePoints=0;
FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdatal\Classify\featurematrix\3clfm.mat"'];
ProgressBarFlag=[0];
F O=gBSfeaturematrix (P _C,Interval,AttributeName, Permutate, ...
MergeTimePoints, ChannelExclude, FileName, ProgressBarFlaqg) ;

%$Load FeatureMatrix

F M=featurematrix;

FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdatal\Classify\featurematrix\3clfm.mat"'];
F M=load(F M,FileName) ;

%$Linear Classifier

PlotFeatures=[1 2];

Method=['MDC'];

P.metric=["'Mahalanobis'];

TrainTestData=['50:50"];

FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\Classify\featurematrix\lc\3cl.mat"'];
ProgressBarFlag=[0];

C O=gBSlinearclassifier (F_M,Method, P, TrainTestData, PlotFeatures, ...
FileName, ProgressBarFlaqg) ;
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Neural Network

Neural Network allows to calculate a Multi-Layer Perceptron (MLP) or a Radial Basis
Function (RBF).

Artificial Neural Networks (ANNSs) can approximate the discriminant function by varying the
connection strength (weight value) between the units. Such networks can have only one layer
or multiple sequential layers (MLP). The MLP available in g.BSanalyze has 1 input layer, 1
hidden unit and 1 output layer.

Radial Basis Function networks have 2 layers. The first one performs a non-linear parameter
transformation and the second layer makes a linear discrimination of the first layer
parameters. The idea of RBF is based on the assumption that a complex pattern classification
problem becomes linearly better separable when the parameters are non-linearly mapped to
higher dimensionality.

The window has the following OPTIONS settings:

No. inputs ... number of input units. This number corresponds to the number of feature
channels of the feature matrix

No. hidden units ... enter the number of hidden units

No. outputs ... number of output units. This number corresponds to the number of classes of
the feature matrix

Learning rate ... specify the learning rate of the neural network. The learning rate controls
the learning process. It gives the influence of the present example compared to all the past
examples. A learning rate of 0 means that the neural network is not changed at all, while a
learning rate of 1 would change the neural network according to the present example,
independent of all previous examples.

Stop error ... enter the stop error rate

Epochs ... specify the number of training iterations

Momentum (only for MLP) ... enter the momentum value
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Perform the following steps to classify a BCl experiment data-set:

1. Start Neural Network from the Classification menu and open the feature matrix file
bandpower.mat from

Documents\gtec\gBSanalyze\testdata\BCI\featurematrix

The feature matrix has 4 channels, 160 trials and was created for 8 time points (1000
ms, 2000 ms, ..., 8000 ms).

4| Meural Metwork — o

Perform a classification of a feature matriz with a neural network. The neural net can be used for realktime
analysiz with g.ATsys.

— Load FEATURE MATRIX:

Mame of feature matrix file: ...ahlyze\testdata\BCheaturematrid\bandpower. mat Browse ...
Dimension: 4 1608 [features x trials x time points]
— OPTIONS:
MNo. 4 Learning 0.0002 Epochs: 4000
No. hidden units: 3 Stop 0.01 Momentum: 0.93
No. outputs: 2
— Select FEATURE CHANMNELS:
Map feature no.: 3 against: 4
— Choose METHOD and OFPTIOMS:
Classification method: | Multi Layer Perceptron (MLP) e
Training / test-sets:  Train 50 % - Test 50 % e
Result procedure: Show with Result2D Automatic treemaker is: | enabled e
Open classifier window
Save results Filename: ...stdata\BChfeaturematriinniMMbp. mat
Help Cancel | Start

2. Set the No. hidden units to 8 and the Epochs to 4000
3. Enter 3 under Map feature no. and 4 under against

4. Selecttrain 50 % - Test 50 % to splitthe training and testing data in 50 %
partitions
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5. Check Save results and enter the filename NNbp . mat
6. Press Start to calculate the neural network
gResult2d opens automatically with the classification error time course. The minimum error

of 8 % is reached at second 7.

Classification Error

[#]
50

1 (Total Error)
I

time [5]
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The MATLAB Editor shows also the weight vectors of the generated MLP network.
Classifier 1 shows the weights for the hidden layer (8 hidden layer nodes = 8 columns, 4
inputs layers + 1 bias = 5 rows). Classifier 2 represents the output layer (2 columns = 2 output
nodes, 8 hidden layer nodes + 1 bias value = 9 rows).

SJecond/3anple: T.000 §96.000
Classifier 1

-1.211 -4.580 -1.104 0,576
-1.421 -2.675 -1.51e -1.390
-0.290 -1.677 -0.728 0.310
1.071 3,122 -0.961 0,254
0.781 2,537 -0,7%5 Z.089
Classifier &

0.a71 -1.360
-2.710 2,593

1.158 -2.000
-0.,977 0.010

0.ls9 0,903
-0.093 -0.157

2.087 0.033
-1.02%9 1.9:52

0.781 0,432

845 0.307 0.034 0.110
171 00171 -0.117 -0.947
L3520 1.271 -0.422 1,423
L8895 4,709 0.672 -1.460
L17E -0.107 -0.618 0.631

o o O = O

To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load FeatureMatrix

F M=featurematrix;

FileName= ['C:\Users\' getenv ('USERNAME")
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\bandpower.mat'];
F M=load(F M, FileName) ;

$Neural Network

.ninput=[4];

.nhidden=[8];

.noutput=[2];

.learningrate=[0.0002];

.stoperror=[0.01];

.epochs=[40001];

P.momentum=[0.98];

PlotFeatures=[3 4];

Method=["'MLP'];

TrainTestData=['50:50"];

FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\nn\NNbp.mat'];
ProgressBarFlag=[0];
C_O=gBSneuralnetwork (F_M,Method, P, TrainTestData, PlotFeatures, ...
FileName, ProgressBarFlaqg) ;

‘U g g U o
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DSLVQ

The method Distinction Sensitive Learning Vector Quantization is based on the individual
testing of candidate feature subsets. The classifier is initially trained on all features and
through implicit feature relevance analysis the system finds which features are not necessary
and adapts the weighting of the features accordingly. Finally only the relevant features are
used for the classification problem.

The window has the following OPTIONS settings:

4. DSLVE — x

. Perform a Distinction Sensitive Learning Vector Quantization.

— Load FEATURE MATRIX:

Name of feature matrix file: .. lestdata\SelfPaced\featurematrix\selffms eg. mat Browse ... |
Dimension: 3 40181 [features x trials x time pointz]
— OPTIONS:
Codebooks per g Alpha: 0.05 Epochs: 2000
— oelect FEATURE CHANNELS:
Map feature no.: Z against: 3

— Choose METHOD and OPTIOMNS:

Clazsification methed: |DSLVQ ~
Training / test-sets: | Train 50 % - Test 50 % o
Result procedure: Show with Result2D Automatic treemaker is: | enabled v
Open classifier window
|:| Save results Filename: enter filename
Help Cancel | Start

Codebooks per class ... define the number of codebooks for each class
Alpha ... define the learning speed of the algorithm

Epochs ... define the number of iterations
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Perform the following steps to classify a finger movement ECoG experiment:

1. Open the DSLVQ window from the Classification menu and load the feature matrix
file selffmseg.mat from

Documents\gtec\gBSanalyze\testdata\SelfPaced\featurematrix
2. Enter under Codebooks per class 8 and set the number of Epochs to 2000
3. Enter under Map feature no. 2 and under against 3
4. Chosethe Train 50 % - Test 50 % option
5. Press the Start button to train the DSLVQ
gResult2d opens with the classification result. The classification error is 15.978 % and the
plot shows the distribution of features 2 versus feature 3. Red colors correspond to the first

class (segment 2000-2200 ms) and blue colors correspond to the second segment (5000 —
5200 ms). Black crosses indicate wrong classified examples.

Feature 2 versus Feature 3
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load FeatureMatrix

F M=featurematrix;

FileName=['C:\Users\' getenv ('USERNAME")
"\Documents\gtec\gBSanalyze\testdata\SelfPaced\featurematrix\selffmseg.mat'
1

F M=load(F M,FileName) ;

$DSLVQ

P.CBperclass=[8];
P.alpha=[0.05];
P.epochs=[2000];
PlotFeatures=[2 3];
Method=['DSLVQ'];
TrainTestData=['50:50"];
FileName=['"'];
ProgressBarFlag=[0];
C_0=gBSdslvqg(F M,Method, P, TrainTestData, PlotFeatures,FileName, ...
ProgressBarFlag) ;
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Support Vector Machine Classifier

Support Vector Machine Classifier creates a classifier based on support vector machines
[Cortes 1995].

To achieve good performance, it is required to scale the data appropriately, three scaling
methods are implemented: unit variance/zero mean, scaling to range [0 1], and scaling to
range [-1 1]. Further, the hyperparameters have to be tuned for the problem. Use a linear
SVM for linear problems, and tune the trade-off parameter C-value with OPTIMIZATION.
For non-linear problems use a radial basis function (RBF) kernel, this adds an additional
hyperparameter Gamma-value that can be also optimized.

Two procedures for the tuning of hyperparameters are implemented: Grid-search and
Random-search. The latter is recommended if a larger search space is defined. Grid-Search
also allows a fine tuning of the parameters over several levels. Both optimization procedures
use cross-validation to determine the best parameters. The Range, of the tuned
hyperparameters can be selected as well as the Resolution between the range and the Scaling.

References:

Cortes, C. and Vapnik, V. "Support-Vector Networks", Machine Learning, 20, pp. 273-297,
1995.
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4. Support Vector Machine Classifier — X

Compute a SWM-classifier between groups of triale marked by class labels (trial attributez). The
performance of the classifier can be estimated by cross-validation. The classifier can be viewed, edited
and stored for reaHime processing with g.RTsys.

— Load FEATURE MATRIX:

Mame of feature matrix file: ..alyze\testdata\BChfeaturematri<ibandpower. mat
Dimension: 4 1608 [features x trials x time points]
— OPTIONS:
Classifier: Mon-linear (RBF) e C-value: 2
scaling: | ynit variance/zers mean v Gamma-value: 1
Training { test-sets: Train 50 % - Test 50 % o

— OPTIMIZATION:
— Procedure: ————— [ C-value: r Gamma-value:
Grid-search w Range: | 1 |to 10 Range: | g1 |to 20
Levels: 2 Scaling: |jogarithmic w Scaling: finear o
Loops: 100 Re=solution: 20 Re=olution: 10
Result procedure: Show with Result2D Automatic treemaker is:  engbled w
Open classifier window
[ ] save results Filename: enter filgnams
Help Cancel | Start
Example:

Perform the following steps to make a classification of an EEG-based brain-computer
interface data-set:

1. Open the window Support Vector Machine Classifier from the Classification menu
2. Press the Browse button and select the feature matrix file bandpower .mat that was
created in the previous example and is stored under

Documents\gtec\gBSanalyze\testdata\BCI\featurematrix
The featurematrix contains 4 features (2 bandpower values in the alpha range and 2

bandpower values in the beta range), 160 trials (80 right and 80 left) and 8 time points
(1000, 2000, ... 8000 ms)

User Manual g.CLASSIFYtoolbox 5.16.02 51



Select Non-linear (RBF) for the Classifier to use a radial basis function as kernel

Select unit variance/zero mean as scaling method

Select Train 50 % - Test 50 % to train the classifier on 50 % of the data and test it on

the other 50 %

Select Grid-search for Optimization, using 2 Levels

7. Select for the C-value a Range between 1 and 10 with logarithmic Scaling and a
Resolution of 20

8. Select for the Gamma-value a Range between 0.1 and 20 with linear Scaling and a
Resolution of 10

9. Press the Start button

ok w

o

gResult2d opens with the classification result. The classification error is at the beginning
around 50 - 55 % and drops down to 15 % at second 7.

Classification Error

& 1 (Total Error)
) r ! ! 1 ! !

The MATLAB Editor shows the ASCII description of the classifier. The kernel, the
optimization method and the optimized C-values and Gamma-values for each sample are
shown at the beginning:

Support Vector Machine
Kernel: radial basis function

Optimization method: Grid-search
Number of levels: 2

Optimization of the C-value:
Range: [1.0 10.0]
Scaling: logarithmic
Resolution: 20

Optimized C-values:
Second/Sample/C-value:
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1.000 128.000 2.0000
2.000 256.000 2.0000
3.000 384.000 2.0000
4.000 512.000 2.0000
5.000 640.000 2.0000
6.000 768.000 2.0000
7.000 896.000 2.0000
8.000 1024.000 2.0000

Optimization of the Gamma-value:
Range: [0.1 20.0]

Scaling: linear

Resolution: 10

Optimized Gamma-values:
Second/Sample/Gamma-value:
1.000 128.000 1.0000

2.000 256.000 1.0000
3.000 384.000 1.2222
4.000 512.000 8.0000
5.000 640.000 1.0000
6.000 768.000 1.0000
7.000 896.000 1.0000
8.000 1024.000 1.0000

The classification error is shown in the following table: The first and second columns of the

matrix show the classification time point in seconds and samples, the third column shows the

error.

Second/Sample/Total Error/[Error Class 1/Error Class 2...]

1.000 128.000 57.
.000 256.000 51.
.000 384.000 55.
.000 512.000 28.
.000 640.000 43.
.000 768.000 22.
.000 896.000 15.
.000 1024.000 21.3

O J oy U b W
O U1 o ~J O N U

The following code shows how to perform the example demonstrated above from the

MATLAB command line.

%$Load FeatureMatrix
F M=featurematrix;
FileName=['C:\Users\' getenv ('USERNAME')

"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\bandpower.mat'];

F M=load(F M, FileName) ;

sSupport Vector Machine Classifier
CLOption=[1];
Scaling=[11];
TrainTestData=['50:50"'];
CParam=[10];
GParam=[0.5];
Optimization=[1];
Levels=[2];

Loops=[100];

CRange=[1.0 10];
CScaling=[1];
CResolution=[20];
GRange=[0.1 20];
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GScaling=[0];
GResolution=[10];
FileName=["'"'];
ProgressBarFlag=[1];

C O = gBSsvmclassifier(F M,CLOption,Scaling,TrainTestData,CParam,GParam, ...

Optimization, Levels, Loops,CRange,CScaling,CResolution,GRange,GScaling, ...

GResolution, FileName, ProgressBarFlaqg) ;
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Comparison of LDA and DSLVQ

This section compares the LDA and DSLVQ methods on the example of an XOR problem.
The XOR distribution is demonstrated in the figure below. Basically the data-set consists of 2
channels with values between 0 and 1. If both channels have values below 0.5 or above 0.5
than the example belongs to class 0. If one channel is below 0.5 and the second channel is
above 0.5 than the example belongs to class 1.

#0OR distribution of data

Perform the following steps:

1. Open the data-set xor.mat from

Documents\gtec\gBSanalyze\testdata\Classify

into the Data Editor
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2. Select the Feature Matrix window from the Classification menu to generate a feature
matrix for a single time point.

4| Feature Matrix — hod

Generate a feature matrix as input for the classification methods. Select class allows to select trials with a certain
attribute. Each attribute corresponds to a class. Select time point alows to select specific time points. Each time point
corresponds to a class.
— Specify CLASSIFICATION INTERVAL:
Start at: 500 [m=] Step:

600 [ms] Stop at: 500 [ms] [] Merge time points
3 [zamples] 3

[zsamples] 3 [zamples]

— Specify CLASS LABELS / TIME POINT:

(®) Select class:  |ARTIFACT " i) Select time point: _
REMOWE
1
]
W ]

— Select FEATURE CHANMELS:

Select feature channels ...

— Choose METHOD and OPTIONS:

Classification method: | Linear Discriminant Anatysis (LDA)

|:| Randomly permutate the matrix

Result procedure: [] clazsity data

Automatic treemaker s | cngbled w

Save rezults! Filename: ...data\Classify\featurematricixor fm. mat

Help Cancel | Start |

3. Set Start at, Step and Stop at to 600 ms and select classes 1 and o under Select class
4. Check the Save results box and enter the filename xorfm.mat

5. Press Start to save the feature matrix file
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6. Open the Linear Classifier window under Classification and Browse for the feature

matrix file xorfm.mat

4| Linear Classifier

pos

Compute a clazsifier (weight vector) between groups of trialz marked by class labels (trial attributes}. The
performance of the classifier can be estimated by cross-validation. The weight vector can be viewed,
edited and stored for reaHime processing with g.RATsys.

— Load FEATURE MATRIX:

Dimension: 2 501

Mame of feature matrix file: ...lyze\testdata\Classify\ featurematricocor fm. mat

[features x trials x time points]

Browse ...

— Select FEATURE CHANMNELS:

Map feature no. 1 against:

2

— Choose METHOD and OPTIONS:

Classification method:  Linear Discriminant Analysis (LD&)

Training / test-sets.  Train 50 % - Test 50 %

o Metric Mahalanobiz distance

P Euclidian distance

Result procedure: Show with Result2D

Automatic treemaker is. | enabled o
Open clazsifier window
|:| Save results Filename: enter filename
Help Cancel Start

7. Select Train 50 ¢ - Test 50 % and press the Start button
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gResult2d maps feature 1 versus feature 2 and shows the classification error of 64 %. The
LDA is not able to discriminate the XOR problem.

Feature 1 versus Feature 2

Eror=fi4.000
T

8. Close the Linear Classifier window
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9. Open the DSLVQ window

10. Load again the xorfm.mat file and set the Codebooks per class to 8 and the Epochs

to 4000

11. Select Train 50 % - Test 50 % and press the Start button

4. DSWVG

. Perform a Distinction Sensitive Learning Vector Quantization.

— Load FEATURE MATRIX:

Name of feature matrix file: .. lyze\testdata\Classify\featurematricicor fm.mat Browse ..
Dimensicn: 2 501 [features = trials x time pointzs]
— OPTIONS:
Codebooks per a Alpha: 0.05 Epochs: 4000

— oelect FEATURE CHANNELS:

Map feature no.: 1 against: 2
— Choose METHOD and OPTIOMNS:

Cla=zsification method: DSLWVQ i
Training / test-sets:  Train 50 % - Test 50 % o
Result procedure: Show with Result2D Automatic treemaker 8 | znabled

Open classifier window

|:| Save results Filename: enter filename

=

Help Cancel

| Start
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gResult2d shows now the classification result of the DSLVQ classifier with an error
rate of 8 %. Note that only 2 trials (which are close to the border of 0.5) were wrongly
classified. If the number of training examples is enhanced the error rate is reduced.

Feature 1 versus Feature 2
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load Data

P C=data;

File= ['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\Classify\XOR.mat'];
P C=load(P_C,File);

$Feature Matrix
Interval=[3 3 31];
AttributeName={
lll
IOI
}i
ChannelExclude=[];
Permutate=0;
MergeTimePoints=0;
FileName=["'C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\Classify\featurematrix\xorfm.mat'];
ProgressBarFlag=[0];
F O=gBSfeaturematrix (P _C,Interval,AttributeName, Permutate, ...
MergeTimePoints,ChannelExclude, FileName, ProgressBarFlaqg) ;

$Load FeatureMatrix

F M=featurematrix;

FileName=["'C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\Classify\featurematrix\xorfm.mat'];
F M=load(F M,FileName) ;

%$Linear Classifier

PlotFeatures=[1 2];

Method=['LDA'];

P.metric=["'"'];

TrainTestData=['50:50"];

FileName=["'"'];

ProgressBarFlag=[0];

C _O=gBSlinearclassifier (F M,Method, P, TrainTestData,PlotFeatures, ...
FileName, ProgressBarFlagqg) ;

%$Load FeatureMatrix

F M=featurematrix;

FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\Classify\featurematrix\xorfm.mat"'];
F M=load(F M, FileName) ;

$DSLVQ

P.CBperclass=[8];
P.alpha=[0.05];
P.epochs=[4000];
PlotFeatures=[1 2];
Method=["'DSLVQ'];
TrainTestData=['50:50"'];
FileName=["'"'];
ProgressBarFlag=[0];
C_0=gBSdslvqg(F_M,Method, P, TrainTestData, PlotFeatures,FileName, ...
ProgressBarFlag) ;
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Receiver Operator Curve

The sensitivity and specificity of a diagnostic test depends on more than just on the quality of
the test. It depends also on the definition of what constitutes an abnormal test. In practice a
threshold is selected to distinguish e.g. normal from disease. The threshold level determines
the number of true positives, true negatives, false positives and false negatives. By moving the
threshold to a higher level the sensitivity can be improved which makes the criterion for a
positive test less strict. The specificity can be improved by moving the threshold to a lower
value which makes the criterion for a positive test more strict. Thus, there is a tradeoff
between sensitivity and specificity. Therefore, a Receiver Operator Characteristic curve
(ROC) can be used to find the optimal threshold. The ROC curve plots the true positive rate
against the false positive rate for different thresholds.

The ROC curve demonstrates the following:

e It shows the tradeoff between sensitivity and specificity - an increase of the sensitivity
is accompanied by a decrease of the specificity

e Thetest is less accurate if the ROC curve comes closer to the 45 degree diagonal line

e The test is more accurate if the curve comes close to the left and upper border

e The area under the curve is a measure of accuracy:

09- 1 excellent
18- 09 good
0.7- 0.8 fair

06- 0.7 poor
05- 0.6 fail
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Perform the following steps:

1. Open the Receiver Operator Curve window from the Classification menu

2. Press the Browse button to load feature matrix file selffmseqg.mat from

Documents\gtec\gBSanalyze\testdata\SelfPaced\featurematrix

The features matrix has 3 channels and 4018 trials

4. Receiver Operator Curve

i

— Load FEATURE MATRIX:

Mame of feature matrix file:

ot

Calculate a Reiceiver Operator Curve to find a threshold between two classes. The area below the ROC
corresponds to the quality of classification.

..Iestdata\SelfPaced\featurematriizelffmseg.mat

Browse ... |

Dimengion: 3 4018 1 [features x trialz x time points]
— OPTIOMNS:
Select feature: 3 """""""""""" " MNo. of bins: 100 Select class: 4 w
Result procedure: Show with Result2D Automatic treemaker is: | znabled w
[] save resutts Filename: enter filename
Help Cancel | Start

3. Select feature 3

4. Press the Start button
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gResult2d opens with the ROC curve. The true positive rate (TP) is plotted on the y-axis, the
false positive rate (FPR) is plotted on the x axis. The area under the blue ROC curve is 0.8
which corresponds to a good accuracy and the optimal threshold level is 583.67 (indicated by
the circle). The circle marks also the maximum of the red HF (hit-false) difference curve.

R Classification Error

i 1 Frea: 080 Thresh: 583 .67
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load Feature Matrix

F O=featurematrix;

FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\SelfPaced\featurematrix\selffmseg.mat'
17

F O=load(F _O,FileName) ;

%Receiver Operator Curve

FeatureNumber=[3];

NrBins=[100];

ClassNumber=[1];

FileName=["'"'];

ProgressBarFlag=[0];

D O=gBSreceiveroperatorcurve (F O, FeatureNumber, ClassNumber, ...
NrBins,FileName, ProgressBarFlag) ;
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DSLVQ Feature Weighting

DSLVQ can be used to analyze the importance of specific features to a discrimination task.

The window has the following OPTIONS settings:

Codebooks per class ... define the number of codebooks for each class
Alpha ... define the learning speed of the algorithm

Epochs ... define the number of iterations

Bootstraps ... number of bootstrap repetition

Evaluation ... percentage of data used for testing’

Perform the following steps:

1. Open DSLVQ Feature Weighting from the Classification menu and Browse for the
feature matrix bandpower.mat under

Documents\gtec\gBSanalyze\testdata\BCI\featurematrix

4| DSV Feature Weighting

- >

. Weights each feature according to itz importance to the classification task.

— Load FEATURE MATRIX:

Mame of feature matrix file: ...ahlyzertestdata\BChfeaturematridbandpower. mat Browse ...
Dimension: 4 1608 [features x trials x time points]
— QOPTIONS:
Codebooks per 2 Alpha: 0.05 Epochs:| 4000
Bootstraps: 20 Ewaluation a0
Result procedure: Show with Regult2D Automatic treemaker is: | enabled “
Save results! Filename: = ...Nfeaturematrix\dsivgfw\dslvgfwbp.mat
Help Cancel | Start
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2. Set the number of Epochs of 4000

3. Check Save results and enter the filename ds1vgfwbp.mat

4. Press Start to perform the feature weighting

Page 1 of gResult2d show the classification error of the training data (blue line) and of the
testing data (green line). The minimum is reached at second 7. During the first 5 seconds the
error rate of the testing data is higher as the training error.

- Classification Error

fili]

1 (Total Error)
T

time [=]
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The second page of gResult2d shows the feature weights for each time point. From second 1
to 3 the error is around 50 % and drops down to a minimum of 11.75 % at second 7.

The blue bars represent the importance of each feature to the discrimination task. At second 1
features 1 is the most important one, followed by 4, 2 and 3. But the classification error is
51,75 % and therefore the result is random. At second 7 the error is 11,75 % and therefore the
feature weighting can be considered as reliable. Therefore, feature 4 (bandpower in the beta
range of channel 2) is the most important one. The bar of feature 3 is much smaller but the
feature can still be considered as important for the classification task. Features 1 and 2 are not
important and should not be considered for the discrimination.

Feature Weighting

1 (1000 ms) Emor=51.7450 2 (2000 ms=] Ermor=51.063

)

04 3 (3000 ms) Emor=48.500

0.4

1} 1 2 3 4 g o 1 2 3 4 5 o 1 2 3 4 5

05 4(4D|:Iu:| ms). _ Emordt 438 _ _ Emmdnss

& (6000 m=) Ermor=22.000

1} 1 2 3 4 5 o 1 iz 3 4 5 o 1 Z 3 4 5
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load FeatureMatrix

F M=featurematrix;

FileName=["'C:\Users\' getenv ('USERNAME')
'"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\bandpower.mat'];
F M=load(F M, FileName) ;

%$DSLVQ Feature Weighting

.CBperclass=[2];

.alpha=[0.05];

.epochs=[40001];

.bootstraps=[20];

.evaluation=[50];

Method=['DSLVQ'];

FileName=["'C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\dslvgfwbp.mat'];
ProgressBarFlag=[0];
C_O=gBsdslvgfeatureweighting (F_M,Method, P, FileName, ProgressBarFlag) ;

‘U U g U o
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KMEANS Clustering

A very common method to find the optimal position of codebook vectors is k-means. The
codebook vectors are approximated iteratively.

Perform the following steps to perform an unsupervised clustering of the data:

1. Open KMEANS Clustering from the Classification menu

2. Click on the Browse button and search for the feature matrix file 3c1fm.mat which is

stored under

Documents\gtec\gBSanalyze\testdata\Classify\featurematrix

The feature matrix contains 2 feature channels with 150 examples and 3 classes. The
feature matrix was calculated for 5 time points. The No. of clusters is set to the

number of loaded classes.

3. Select Train 50 2

4 KMEAMS Clustering

i

Load FEATURE MATRIX:

tests it on the remaining =amples.

- Test 50 % and press the Start button

Pt

Perfom a KMEANS clustering of the feature matrix. The method takes specific trials/zamples for training and

Mame of feature matrix file:

...lyzetestdata\Classify\featurematrici3clfm. mat

Browse ...

Dimension: 2 1505 [features x trials x time points]
— QOPTIONS:
Mo. of clusters: 3 Stop 0.%8 Epochs: 1000
— Select FEATURE CHAMMELS:
Map feature 1 against: 2

— Choose METHOD and OPTIONS:

Classification method: | Clustering

Training / test-sets:  Train 50 %- Test 50%

Rezult procedure: Show with Result2D

|:| Save results

Filename:

Automatic treemaker is:

enter filename

enabled

=
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gResult2d shows the clustering results for all 5 time points. The method used the first
50 % of the data for finding the codebook vectors and used the result to cluster the test
data. Basically the k-means algorithm was able to find un-subervised the 3 classes.
The outlier (trial 128) yielded to a wrong clustering result.

Feature 1 versus Feature 2
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To perform the example demonstrated above from the MATLAB command line use
the following code:

%$Load FeatureMatrix

F M=featurematrix;

FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\Classify\featurematrix\3clfm.mat'];
F M=load(F _M,FileName) ;

$KMEANS Clustering
P.ncluster=[3];
P.stoperror=[0.98];
P.epochs=[1000];
PlotFeatures=[1 2];
Method=['"'KMEANS'];
TrainTestData=['50:50"];
FileName=["'"'];
ProgressBarFlag=[0];
C_O=gBSkmeansclustering (F_M,Method, P, TrainTestData, PlotFeatures, ...
FileName, ProgressBarFlaqg) ;
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Using the Classifier

After generating a classifier with the linear or non-linear methods it is possible to use this
classifier for the classification of new data.

There are two ways:

Apply Classifier — classifies data of the Data Editor with the classifier and generates a new
channel in the Data Editor. This channel represents the output of the classification method.

Test Classifier — test the generated classifier on new data and produce an error rate curve and
feature cloud in gResult2d
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Apply Classifier
Perform the following steps:

1. Load the data-set session1234bp.mat from

Documents\gtec\gBSanalyze\testdata\BCI

into the Data Editor. The Data Editor visualizes 2 EEG channels, 1 trigger channel and
4 bandpower channels.

2. Open the Cut Trials Channels window from the Transform menu and exclude
channels 1, 2 and 3

(4 Select — x
“ou are going to execute a transform- or analyze- function. Usually it iz appropriate not to include all channels and all trials in this function. Use
attributes to specify trialz and/or channels that should be included or excluded for this step. Hold the "Ctrl' key to make multiple selections.

__ Specify TRIALS: __ Specify CHANMNELS: __ Specify CHANNEL TYPE: — Specify CHANNEL NUMBERS:
@ exclude O include only @ exclude O include onhy @ exclude O include only @ exclude O include only
ARTIFACT - BAD - N.S A 1 -
REMOWE cuT 2
LEFT BP )

RIGHT 4
5
]
7
W W W W
Current selection: Current selection: Current selection: Current selection:
0 out 160 trials ] out T ch. ] out T ch. 3 out T ch.
Help | Cancel | oK! |

3. Open Apply Classifier from the Classification menu and Browse for the classifier
file NNbp .mat under

Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\nn

The listbox shows all classification time points with the corresponding classification
error.
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4 Apply Classifier — >
This function applies a classifier (i.e. a weight vector) calculated before to the new test data. Make sure,
that the correct feature channels (zame as for generation) are used.

Load and select CLASSIFIER.:

Select classifier from |42 1251 1000 A
Load classifier: ISt |57.5) 2000
£3.125| 3000
...stdata\BChfeaturematrix\nm\NNbp.mat | 38,125 | 4000
34375 | 5000
Method: MLF 21.25| 6000
12.5 | 7000
13.125| 8000
|:| Add zero class Confidence interval [%] 75 o
Result procedure: (@) Add new channels Automatic treemaker is: | enabled v
(") Replace all channels Filename:
|:| Save result data enter filename
Help | Cancel | Start

4. Select the appropriate classifier (normally the best one) and check Add new channels

5. Press Start to classify the data

After classification the Data Editor shows five additional channels with the classification
result of the neural network. The first two channels display the two outputs of the neural
network. Channel 5 reaches at the end of the trial zero, channel 6 reaches at the end 1,

therefore the trial belongs at the end of the trial to the second class.

C:51 1.0y

C:E1 1.0p
MLP2

C:T1 09y

C:31 09y
p-val2

C91 20p
class

ﬂﬂ 33.0 340 350 36.0 70 38.0 39.0

Channel 7 and 8 represent the probabilities that the data would be assigned to one of the two
classes. A value of 0 means the data does not belong to the corresponding class and a value of
1 means that it belongs to the corresponding class. From channel 7 it can be deduced that it is
up to 80% probable that the trial belongs at the beginning to class 1 and with 72% to the
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second class at the end of the trial. This fact is also indicated by channel 9 added by the
ApplyClassifier function. A value of 1 means that this actual time point belongs to the first
class and a 2 means that the time point belongs to the second class.

6. Repeat steps 1 to 5 but check the Add zero class and select a value of 40 for the
Confidence interval [%] parameter

Now the channel 9 indicating the class assignment shows an additional zero class. The
ApplyClassifier function assigns the data samples to this virtual class whenever the
probability that the selected class assignment is wrong is higher than the value of the
Confidence interval [%] parameter which was setto 40 %. This is the case in the middle of
the trial between 35 s and 36 s and when the class assignment switches from class 1 to class to
between 37.5 s and 38 s.

class

s s - s o [ s
c 1 zuu_J—f ----- e -
i i 1 1 | i

| | 1 | 1
EH 33.0 340 35.0 36.0 370 33.0 390

To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load Data

P C=data;

File=['C:\Users\' getenv ('USERNAME')
'"\Documents\gtec\gBSanalyze\testdata\BCI\sessionl234bp.mat'];
P C=load(P_C,File);

%$Select Trials and Channels

trial id=[];

channel id=[];

type_id=[];

channelnr id=[1 2 3];

flag tr="tr exc';

flag ch="'ch exc';

flag type='type exc';

flag nr="'nr exc';

[TrialExclude, ChannelExclude]=gBSselect (P _C,trial id,flag tr,...
channel id, flag ch,type id, flag type,channelnr id, flag nr);
P C=gBScuttrialschannels (P C,TrialExclude,ChannelExclude) ;

%$Load Classifier

C O S=classifierobj;

FileName=['C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\nn\NNbp.mat'];
C 0 _s=load(C_O S,FileName);

$Apply Classifier

ClassifierNumber=[7];

Replace=["'add channels'];

FileName=["'"'];

ProgressBarFlag=[0];

ConfidencelInterval=[];

P C=gBSapplyclassifier(P_C,C O S,ClassifierNumber,Replace,
ConfidencelInterval, FileName, ProgressBarFlag );
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Test Classifier

After calculating a classifier it is possible to test the classifier on new data.

Perform the following steps:

1. Open Test Classifier from the Classification menu and in the Load FEATURE
MATRIX section Browse to the feature matrix bandpower .mat from

Documents\gtec\gBSanalyze\testdata\BCI\featurematrix

2. Inthe Load and select CLASSIFIER section Browse for the classifier file NNbp . mat

under
Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\nn
and select the classifier from second 7

3. Press the Start button

4| Test Classifier — ot

. Test a classifier on a specific feature matrix.

— Load FEATURE MATRIX:

Name of feature matrix file: ...alyze\testdata\BCNfeaturematrix\bandpower. mat Browse ... |

Dimension: 4 1608 [features x trials x time points]

—  Load and select CLASSIFIER:

Select best clazsifier from list: | 4213 9 1000.00 ms ~

27.50 % | 2000.00 ms
33.13 % 3000.00 m=
3813 % 4000.00 m=
34.38 % 3000.00 ms
6000.00 m=

Load classifier:
...stdata\BCheaturematreinm\NNbp. mat

Method: MLP

— Select FEATURE CHANMNELS:

Map feature no.: 3 against: 4

Result procedure: Show with Result2D Automatic treemaker is. | enabled ~

Open validation window

[] save results Filename: enter filename

Help Cancel | Start
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gResult2d display the time course of the classification error. The minimum is reached at
second 7 and is 8 %.

[%] Classification Error
[ati]

1 (Total Error)
T

time [=]

Page 2 of gResult2d displays the feature map of feature 3 versus feature 4.

7 (7000 ms) Emor=2 .43
1) S I T T T T RN -

sml..... e L . L ...... e Lo
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To perform the example demonstrated above from the MATLAB command line use the
following code:

%$Load Feature Matrix

F O=featurematrix;

FileName=['C:\Users\' getenv ('USERNAME")
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\bandpower.mat'];
F O=load(F _O,FileName) ;

%$Load Classifier

C _O=classifierobj;

FileName=["'C:\Users\' getenv ('USERNAME')
"\Documents\gtec\gBSanalyze\testdata\BCI\featurematrix\nn\NNbp.mat'];
C O=load(C_O,FileName) ;

%$Test Classifier
ClassifierNumber=[7];
PlotFeatures=[3 4];
FileName=['"'];
ProgressBarFlag=[0];

C_O=gBStestclassifier(F O,C O,ClassifierNumber, PlotFeatures,FileName, ...

ProgressBarFlag) ;
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Classification Output Mapping

After applying a classifier to a dataset, it is possible to plot the classification outputs and
calculate the classification error rates averaged over trials for the selected classes and
channels.

Perform the following steps:

1. Load the data-set mi 2class 80trials.mat from

Documents\gtec\gBSanalyze\testdata\Classify\classifieddata

into the Data Editor. The Data Editor displays 5 channels with classification results
from a two-class Motor Imagery BCI experiment, which was created with linear
discriminant analysis (LDA). The first two channels display the two outputs of the
LDA classification, channels 3 and 4 represent the probabilities that the data would be
assigned to one of the two classes and channel 5 indicates the number of this class.

2. Open the Classification Output Mapping window from the Classification menu,
select the RIGHT and LEFT classes in the Select Class listbox and select a value of 5
% for the Significance level (alpha) parameter.

4 Classification Qutput Mapping — >

Plots the classification ocutputs and calculates classification error rates averaged over trials for the
selected clazses and channels.

— Specify CLASS LABELS / SIGNIFICANCE LEVEL:

Select class: [AQTIFACT Y Significance level (alpha).| 5 (%
REMOWE
RIGHT
LEFT

— Select CHAMNMELS:

Select channels ...

Result procedure: Show with Result2D Automatic treemaker is: | gnabled e
Show with Result3D
[ ] save results Filename: enter filename |
Help Cancel | Start

3. Open the Select channels menu by clicking on the Select channels button. Then, add
(into the Selected channels list) the first 2 channels displayed into the Available
channels list, then press the OK button. The first channel is assigned to the first
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selected class (RIGHT), and the second channel is assigned to the second selected

class (LEFT).
4| Select channels — ot
Select channels for further processing. Currenthy available channels are listed by channel number
and channel name on the left. Calculations are applied only on the selected channels shown in the
right list box.
— Select CHANNELS:
Available channels: Selected channels:
number / name number { name
4| 2 2|2
5] 2
Add to list = |
<- Remove from list |
Select all == |
<<- Remove all |
W W
Help Cancel OK !

4. Check the Show with Result2D and Save results boxes, enter a filename to store the
results and press the Start button.

ON the first page, gResult2D displays the trials (dashed lines) and trial averages (solid lines)
for both classes. The assigned colors are blue for the first selected class (RIGHT) and green
for the second selected class (LEFT). The red vertical line represents the time-point of the
trigger.The y-axis shows the classification result (in this case the LDA distance), and the x-
axis presents the timing of a single trial in seconds.

Please note: For an easier graphical comparison between the two classes, the second output
channel (assigned to class LEFT) was inverted.
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Classification result

The second gResult2D page displays the trials and trials averages for each class in separate
plots, as in the example below. This time the second output channel was not inverted.

The third gResult2D page displays the classification error time courses for individual classes
(blue for class RIGHT and green for class LEFT) and the total error (black), averaged over all
trials.

The violet horizontal line represents the upper border of the confidence interval. Based on it,
the user can decide if the achieved error rates are statistically significant.
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[%]
100

5. Repeat steps 1 to 4 but select channels 3 and 4 to map the classification probability
outputs. The gResult2D will contain the same pages described before.

6. Repeat steps 1 to 4, but select channel 5 only.

If the Apply Classifier was done with the Add zero class parameter checked, the first two
pages of gResult2D will contain the same features as presented before, page number 3 will
display the statistical measures of the classification process, and page humber 4 will contain
the classification error rates.

The color assignment for the statistical features shown in the third page of gResult2D is
presented below:

—— | True True Positive (TTP) — correct detections after the cue.

False True Positive (FTP) — false detections after the cue.

—— | False Negative detections (FN) — all zero-class samples after the cue.

——— | False Positive detections (FP) — all detections before the cue that are not
assigned to zero-class.

- | True Negative detections (TN) — all samples correctly assigned to zero-class
before the cue.
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To perform the example shown above from the MATLAB command line, please use the
following code:

%$Load Data

P C=data;

File=['C:\Users\' getenv ('USERNAME') '\Documents\gtec\gBSanalyze'
"\testdata\Classify\classifieddata\mi 2class 80trials.mat'];

P C=load(P_C,File);

%Classification Output Mapping

ClassIndex=[3 4];

ChannelExclude=[3 4 5];

TrialExclude=[];

FileName=['C:\Users\' getenv ('USERNAME') '\Documents\gtec\gBSanalyze\'...
'testdata\Classify\Classifieddatalclassificationoutputmapping.mat'];
Significancelevel=[5];

ProgressBarFlag=1;

V_O = gBSclassificationoutputmapping (P _C,ClassIndex,ChannelExclude, ...
TrialExclude, FileName, Significancelevel, ProgressBarFlag) ;

result2D = CreateResult2D(V_0);

gResult2d(result2D);
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Data Access

g.BSanalyze stores the feature matrix and the classifier data in specific objects. To access both
objects the get and set commands can be used:

Using the get Command

The get method provides a way to access the object entries

Syntax

get (C_O S, "PropertyName'")

returns the value of the property ' PropertyName ' of the object C_ O S
Example

get(C O S, 'out err')

Using the set Command

The set method provides a way to set object properties.

Syntax

set (F O S, "PropertyName', 'PropertyValue')

assigns the ' PropertyValue ' to the specified ' PropertyName ' of the object.
Example

set (F_O S, 'SamplingFrequency', 128)
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Accessing the Feature Matrix

g.BSanalyze stores feature matrix data in an object called F_O of class featurematrix.
If the data are stored to harddisk the name of the data object is changed to F_O_S.

Entry Description

Features Feature matrix of each time point

ClassLabels Class label for each sample. Each row
corresponds to a class

Interval Mode 1:

[Start Step End]

Mode 2:

[Time Point 1 - Time Point 2 ...]

Mode 3 :

[Segment 1 Start - Segment 1 End
Segment 2 Start - Segment 2 End

]

Classes Class names

ChannelExclude Number of channels which were excluded
FileName Name of featurematrix file
SamplingFrequency | Sampling rate of data file

Mode Mode=1 ... generated from trial attributes

Mode=2 ... generated from time points
Mode=3 ... generated from segments

TrialNumber TriaNumber for each feature matrix trial
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Accessing the Classifier Object

g.BSanalyze stores classifier data in an object called C_O of class classifierobj.
If the data are stored to harddisk the name of the object is changedto C_O_S.

Entry Description
Out_err Stores the classification error and classification
time point.

First row: time point
Second row: total error
Third row: error of class 1

N-row: error of class N

Out_clssfyr Classifier or weight vector for each time point.
Each row corresponds to a time point.

Out_erridx Trial id for wrong classified trials for each class
and time point

Out_clstest Classification result for each time point

Out_rmse Root mean squared error (only for neural
networks)

TPC Trials per class

Interval Mode 1: [Start Step End]

Mode 2: [Time point 1 start - time point 1 end
Time point 2 start — time point 2 end

]
AttrNr Class name
Methods Classification method
TrainTestData |CV, 100:100, 100:0, 50:50, 0:100
Metric Euclidian or Mahalanobis
InputObj Classifier method object
Features Features for each time point

PlotFeatures Number of features to plot as cloud
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Help

g.BSanalyze and the g.CLASSIFYtoolbox provide a printable documentation and a function
help.

The printable documentation is stored under
Your MATLAB path\gtec\gBSanalyze\Help

as gCLASSIFYtoolbox.pdf. Use Acrobat Reader to view the documentation.

To view the function help type

help gBSfunctionname

under the MATLAB command window.

To view all functions that are available in batch mode type

gBSfunctions
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Batch Mode

The easiest way to create a batch for data processing is to perform the analysis under the Data
Editor with the graphical user interfaces. Make sure that the Show diary checkbox is enabled
in Appearance Settings under the Options menu.

— CONFIRMATION: ——
[ ] A=k for confirmation
before EXIT

Azk for confirmation
before CUT

Show diary

This forces g.BSanalyze to report all calculations in the MATLAB command window. After
finishing the analysis open a New Script and copy and paste all commands into the file.

A\ MATLAB R2015a

HOME

= 1 [z New Variable | & Analyze Code
s 'ﬂj ¥ L Find Files ‘J\—I" E }
E_} Open Variable « éf' Run and Time:
New |New | QOpen IE]CumparE Import Save
Scripp | v | w Data Workspace [ Clear Workspace = [ Clear Comman
. VARIABLE CODE
1 = Script % Ctrl+N
=N Irimia » Documents b gtec » gBSanalyze b testdata b
Curren | fx| Function ®
£y
l%; Example tLoad Data
P C=data;
EE‘f Class File='C:\Users\Irimia\Document
?F# : o F C=load(PF _C,File);
EE‘-* =] System Object > )
FValid dongle
iﬂ. Figure
EClaszificationCutputMapping
Graphical User Interface ClassIndex=[3 4]:
ChannelExclude=[3 4 3]:
@ Command Shaorteut TrialExclude=[]:
T S
SignificanceLewvel=[5]:
'ba Simulink Model ProgressBarFlag=l;
WV _0 = gBSclassificationoutputm
Iil Simulink Project > result2D = CreateResult2D(V_O)
gResult2d (result2D) ;
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E Ch\UsershIrimia\Docurnentshgtec gBSanalyzettestdata' Classify\mybatch.m® — O x
EDITOR PUBLISH WIEWW
2F O @ @™ s > H o (B
T | =  [=]Run section
Mew Open Save [l Compare ~ | 5f GoTo ~ ECIT Breakpoints  Run  Runand @m Run and
- - - @Pmt - 4 Find ~ - =  Adwvance Time
| | ¥ | | h
FILE NAVIGATE BREAKPOINTS RUM
1 %(Load Data
2 - F_C=data;
5= File=['C:\Users'Irimia’\Documentsigtech\gBSanalyze'\testdacal', ...
4 'Classify’\classifieddata\mi_Zclass_80trials.mat'];
5 |= P C=load(F _C,File):
6
7 FValid dongle
g
g iClassificationCutputMapping
10 = Cla=ssIndex=[3 4]:
1al|= ChannelExclude=[3 4 5]:
12 — TrialExclude=[]:
13 = FileMName="'";
14 — Significancelevel=[5]: —
15 = ProgressBarFlag=l1:
16 — WV_0 = gBSclassificationoutputmapping (P _C,ClassIndex, ChannelExclude, ...
17 TrialExclude, FileName, SignificancelLevel, ProgressBarFlag)
18 — resulc2D = CreateResult2D(V_0);
19 — gResult2d (result2D) ;
|script |Ln B Col 1

Save the batch in your own directory as mybatch.m and start the batch under the MATLAB
command window with

mybatch

For further data-sets just replace the input data file to perform the same analysis.
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Product Page

Please visit our homepage www.gtec.at for

« Update announcements
o Downloads

e Troubleshooting

o Additional demonstrations
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g.tec medical engineering GmbH tel. +43 725122240
Sierningstrasse 14 fax. +43 725122240 39

4521 Schiedlberg web: www.gtec.at
Austria e-mail: office@gtec.at
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